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Crossover from fractal capillary fingering to compact flow: The effect of stable viscosity ratios
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Using a standard pore-level model, which includes both viscous and capillary forces, we have studied the
injection of a viscous, nonwetting fluid into a two-dimensional porous medium saturated with a less viscous,
wetting fluid, i.e., drainage with favorable viscosity ratios, M = 1. We have observed a crossover from fractal
capillary fingering to standard compact flow at a characteristic time, which decreases with increased capillary
number and/or viscosity ratio. We have tested an earlier prediction for the dependence of this crossover upon
viscosity ratio and capillary number using our data for a wide-but-physical range of capillary numbers and
viscosity ratios. We find good agreement between the predicted behavior and our results from pore-level
modeling. Furthermore, we show that this agreement is not affected by changes in the random distribution of
pore throat radii or by changes in the coordination number, suggesting that the prediction is universal, i.e., valid
for any porous medium structure, as expected from the general nature of the derivation of the prediction.
Furthermore, this agreement indicates that the prediction correctly accounts for dependence of the flow upon
capillary number and viscosity ratios, thereby enabling predictions for interfacial advance and width as well as
saturation and fractional flow profiles. Also this agreement supports the validity of the general theoretical
development lending credence to the three-dimensional predictions.
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I. INTRODUCTION

A number of essential technologies rely on an understand-
ing of the displacement of one fluid by another in porous
media; these include enhanced oil recovery, non-aqueous
phase liquid (NAPL) remediation, geologic CO, sequestra-
tion, and fuel cell operation. Typically the fluid displace-
ments are modeled as a compact (i.e., Euclidean) process
whereby the interface advances linearly with the total
amount of fluid injected. This assumed behavior is predicted
by a Darcy’s law treatment using saturation-dependent rela-
tive permeabilities [1-3]. However, the flow is known to be
modeled by self-similar, invasion percolation fractals in the
slow injection limit, i.e., for small capillary number,

N.=wV/io=0, (1)

where p; is the viscosity of the more viscous injected fluid, V
is the average fluid velocity, and o is the interfacial tension
[4,5]. This invasion percolation model has been widely in-
vestigated to determine both its fundamental properties and
its predictions for practical problems [4-10].

Several papers have used general theoretical arguments to
predict how fractal capillary fingering changes (crosses over)
to standard stable-compact-linear flow with increasing capil-
lary number for drainage, where a nonwetting fluid is in-
jected to displace a wetting fluid. The earliest of these pre-
dicted that the fractal capillary fingering flows would cross
over to compact flows when their linear size exceeded a cor-
relation length, &,
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where v, t, and (3 are the standard percolation theory expo-
nents [11]. Using values of these exponents from two-
dimensional percolation theory, the correlation length di-
verges as the -v/(t—B+1+v)=-0.3816 power of the
capillary number (0.25 in three dimensions) [12]. Later Xu,
Yortsos, and Salin arrived at the same result, while Lenor-
mand as well as Blunt, King, and Scher arrived at numeri-
cally similar results [13-15]. Therefore for the case of one-
dimensional flow, where the fluid is injected in the x
direction at constant rate along one edge of the two-
dimensional porous medium, the behavior of the flow will
begin to cross over from initial fractal capillary fingering to
compact flow when a typical length scale, in the direction of
flow (e.g. average distance from the inlet of the interface or
of the center of mass, (x)), becomes greater than the corre-
lation length, {(x)>¢. For fractal capillary fingering, the frac-
tal dimension, Dy, relates a typical length scale, (x) to the
volume, V, of injected fluid, which is directly proportional to
the time for constant injection rate, Voctoc(x)Pr~!. Therefore
the typical linear extent, & at which a fractal flow begins to
cross over to a compact flow, can be related to a character-
istic time, 7, at which the crossover begins. For two-
dimensional porous media, this yields

7= 0o NS, 3)

where we have used a recent determination of the value of
the fractal dimension for invasion percolation with trapping
(IPWT), Dy=1.825 [16]. For linear injection along one face
of a three-dimensional (3D) porous media, the relationship
would be 7= §Df“ 20<N;0'125, from the 3D values of the expo-
nents in Eq. (2) and the 3D value of invasion percolation
fractal dimension, D,~2.525 [16,17].
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However, this earlier work is incomplete because it did
not include the effect of viscosities. The derivation of the
correlation length in Xu, Yortsos, and Salin does include the
effect of viscosities for general porous media in two and
three dimensions [13]. In this work, they derived the follow-
ing equation [their Eq. (16)] determining the correlation
length for a general capillary number and viscosity ratio:

f’/—lﬂ(g(f_'g)/y—bM_l) ~ CN;I, (4)
where

M =l pp,

and where b and c¢ are undetermined constants. It should be
noted that we are using Wilkinson’s notation. Reference [13]
uses o for correlation length, their viscosity ratio is the in-
verse of ours, and their exponents are related to the ones in
Ref. [11] by t—B={+v(D-2).

Assuming equality, this equation becomes

AT _ p/M) = N7, (5)

using values of the percolation exponents in two dimensions.
In three dimensions, this equation is &'4(&"77—bM™")
~cN, ! Rearranging the equation for two-dimensional flows,
one finds

(§N8.3816)1.75[(§Ng.3816)0.871 _ bN8.332/M] =c. (6)

From this, it is clear that the correlation length will have the
scaling form

§ — N?.3816A(b1\,g.332/M) ,

where A(u) is a function which can be determined numeri-
cally from Eq. (6). Assuming that the leading term A
=&(N,/c)?3816 is larger than the term with the viscosity ratio,
u=b(N,/c)?332/M, one can use Eq. (6) to find an expansion
in powers of small u, so that the inverse viscosity ratio de-
pendence is given by

&~ (c/N.)™081801 1038150 +0.1368u> + -+ },  (7)

through second-order in the inverse viscosity ratio.

In earlier papers, we had tested the prediction for the cap-
illary number dependence for two-dimensional flows of
matched viscosity fluids, showing that the flows exhibited
fractal capillary fingering for small ¢/ 7, e.g., the average po-
sition of the injected fluid was identical to that from invasion
percolation with trapping, (x)/{xppwr)=1, and that the flows
exhibited compact behavior for large ¢/7 so that
) epwry <t/ PV since the interface as well as (x) ad-
vances linearly with time for this compact flow [18,19]. The
capillary number dependence of the correlation length was
also tested in other two-dimensional, matched viscosity stud-
ies [20,21]. These tests support the prediction for the capil-
lary number dependence of the crossover from fractal capil-
lary fingering to compact flow. Supporting this prediction of
the theory in two dimensions supports the validity of the
general theoretical development lending support to the three-
dimensional predictions.

It is interesting that the prediction of Ref. [13] indicates
that viscosity ratio dependence of the correlation length dis-
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FIG. 1. For two viscosity ratios, typical near breakthrough flow
patterns show the progression from invasion percolation with trap-
ping (IPWT) to a relatively small capillary number in the crossover
regime to a well-past-crossover capillary number in the compact
regime.

appears not only when the capillary number is small but also
when the injected fluid has a much larger viscosity than that
of the defending fluid. We had previously assumed that the
matched viscosity case, M=1, would be the cleanest test of
Wilkinson’s prediction, Eq. (2), because only capillary
forces, not the viscous forces, would distinguish between the
fluids [11,18]. Tt appears that other groups may have made
the same, seemingly natural assumption by focusing on
matched viscosities to study this problem [20,21]. In fact, in
an earlier paper, we had attempted, with moderate success, to
account for the viscosity ratio dependence of a limited set of
data with a power law which increased with viscosity ratio.
In this paper, with more extensive data, we show that the
form predicted in Eq. (7) describes both the capillary number
dependence and the viscosity ratio dependence quite well.

II. RESULTS

To test these predictions for the viscosity ratio depen-
dence, we have used results from our standard pore-level
model. Our pore-level model has been validated through
comparisons with experiment as well as with the invasion
percolation with trapping (IPWT) model and diffusion lim-
ited aggregation (DLA) model in the appropriate limits
[22,23]. Many details of this model have been reported in
earlier publications [22,24]; for completeness, we describe
some new details of the model essential to this study in the
Appendix. Several near-breakthrough patterns of injected
fluid occupation are shown in Fig. 1. We have focused on
short, wide systems, W> L, to improve statistics and to avoid
problems observed with coarsening of fractal fingering in
long narrow systems, which can lead to spurious linear, i.e.,
apparently nonfractal, behavior.

Our interest in the displacement efficiency for various
technological applications as a function of capillary number
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and viscosity ratio has led us to study the dependence of the
average position (center of mass) of the injected fluid, (x), as
a function of time. The predictions of Ref. [13] can be easily
adapted to the behavior of the average position as a function
of time. At constant capillary number, i.e., constant volume
or mass injection rate for the incompressible fluids, ¢, the
volume, V, of injected fluid is directly proportional to time,
t=V/q. For fractal fingering, Eq. (3), the linear size of the
flow pattern is directly related to the volume of injected fluid,
and therefore to the time, by the fractal dimension V=gt
o (x)Pr~'W. Inverting, we get the time dependence of the
center of mass of the injected fluid,

(x) o< (VW) P, (8)

where Df= 1.825 in two dimensions and Df=2.525 in three
dimensions [16,17]. This leads to the definition of time,

t=091+VIW. )

The additive value 0.91 is merely a fitting constant. For cases
of fractal capillary fingering (both for invasion percolation
with trapping [10] and for our pore-level modeling for very
small capillary numbers), this fitting constant merely shifts
the time origin so that the fractal capillary fingering power
law behavior, which is already valid at long times without
this fitting constant, is also valid at shorter times. At large
times, the effect of this constant is negligible. Note that this
definition of time allows one to compare systems with dif-
ferent flow velocities and widths but the same capillary num-
ber, because this time is related to the real time, tg, by the
q/W factor in capillary number, i.e., t=0.91+qtg/W. There-
fore if the crossover occurs when the average position is
comparable to the characteristic length, Eq. (7), i.e., (x)=§,
then the crossover will occur at a characteristic time, 7, given
by the fractal relationship between position and time, as in
Eq. (8),

7oc £825 = (¢/N.)O315{1 + 0.3815u + 0.1368u> + - -+ }0325,
(10)

To demonstrate the effect of the predicted viscosity ratio
dependence in Egs. (6), (7), and (9), Fig. 2 shows the average
position, {x), of the injected fluid for one capillary number
and several viscosity ratios. These data are normalized to the
data for the average position from IPWT, (xpwr) on the
same porous medium realizations, so that the data for the
ratio (x)/{x;pwr) start from the value unity for small times as
will be seen in later figures. Averaging over a number of
realizations, these data are plotted both vs time, ¢, as in Eq.
(9) and vs time scaled to the characteristic time in Eq. (10),
t/ 7 on a reduced vertical scale to emphasize the effectiveness
of the scaling. The only fitting parameter that was varied to
produce this figure is the nonuniversal constant b in the vari-
able u=b(N,/c)?*¥/M. The value of b which best collapses
the data (grayscale) to one curve is b=8+1. The predicted
characteristic time does account for the viscosity ratio depen-
dence of the data to within reasonable uncertainties.

This is evidence that the predicted viscosity ratio depen-
dence from Ref. [13] does correctly mimic the actual viscos-
ity ratio dependence in the data from our pore level model. It
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FIG. 2. For the capillary number N,.=0.000 885 and several vis-
cosity ratios [M=1 (closed circles); M=4 (open circles), and M
=16 (closed diamonds)], the data for ({(x)/{xpp)) are plotted not only
vs time (gray symbols) but also vs time scaled by the characteristic
time, Eq. (10) (black symbols).

should also be observed that the unscaled data, i.e., that data
plotted vs time, reflect the predicted 1/M dependence, in that
the M=16 data differ from the M=4 data by a smaller
amount than that by which the M=4 data differ from the
M=1 data.

Shown in Fig. 3 are the data for five viscosity ratios (M
=1, 2, 4, 8, and 16) and capillary numbers ranging over two
orders of magnitude from N,=3.5X 107> to 3.5X 10~ with
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FIG. 3. Plotted vs t are data showing {{x)/{xpwr)) for five vis-
cosity ratios [M=1 (closed circles); M=2 (+ symbols); M=4 (open
circles); M=8 (X symbols); and M=16 (closed diamonds)]. The
gray scale characterizes six different capillary numbers ranging
over two orders of magnitude from N,=3.5X 107> (lightest gray
symbols) to N.=3.5X 1073 (black symbols).
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FIG. 4. All of the data from Fig. 3 are plotted vs time scaled by
the characteristic time from Eq. (10), using the same value of the
fitting parameter, b=8, used in Fig. 2.

the values N,=3.5X 107, 1.1 X 1074, 2.1 X 1074, 42X 1074,
8.8 107*, and 3.5 X 1073, Testing the validity of the charac-
teristic time, Eq. (10), as predicted in Ref. [13], Fig. 4 shows
all the data in Fig. 3 plotted vs ¢/ 7. In Fig. 4, we use the same
value of the nonuniversal constant, b, used in Fig. 2, i.e., u
=8(N,/¢)"32/M.

It is clear that the predicted form, with only one adjust-
able parameter, does indeed collapse the data to one curve.
Therefore the predicted characteristic time accounts for the
viscosity ratio and capillary number dependence of the flow
to within reasonable expectations for the uncertainties in the
data. The only consistent deviations occur for the one set of
data with the largest value of capillary number, N.=3.5
X 1073, and viscosity ratio, M=16. The scaling predictions,
Egs. (7) and (10) of Ref. [13], predict only the leading sin-
gularities in the correlation length and characteristic time. In
earlier papers, we had observed deviations in the data for
N.=3.5X107° and M=1, which suggests that there is a cor-
rection of higher order in capillary number to the M inde-
pendent and M dependent parts of the characteristic time,
which could account for this deviation [18,19].

In these earlier papers, we had explicitly investigated the
limiting behavior of the data. For small ¢/7, we found that
the data for the average position was identical to that for
IPWT, i.e., (x)/{xppwry=1. While for large ¢/ 7, the average
position increased linearly with time as expected for compact
flow, so that (x)/{xpwr) o t/t"Pr V. Therefore initially the
data exhibited behavior identical to that of fractal capillary
fingering and then crossed over to standard compact behav-
ior [18,19]. Since the M=1 data showed the correct limiting
forms and since the M > 1 data coincides with the M=1 data
in Fig. 4, this M>1 data also shows the correct limiting
forms of fractal to compact crossover.

In earlier papers testing the Wilkinson prediction for the
capillary number dependence, we have shown that this char-
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acteristic crossover time, for the crossover from fractal cap-
illary fingering to stable-compact flow, accounts for the cap-
illary number dependence of not only the average position,
but also the interfacial width, and the capillary pressure, as
well as the saturation and fractional flow profiles [11,18,19].
It seems likely that this extension [13] of the Wilkinson pre-
diction including viscosity ratio will apply equally to all of
the same flow properties, since the dependence of these other
flow properties upon the characteristic time follows directly
from straightforward relationships relating these other prop-
erties to the average position [18,19].

III. EFFECTS OF CHANGING THE POROUS MEDIUM
STRUCTURE

The above discussion shows that the characteristic time
satisfactorily accounts for the capillary number and viscosity
ratio dependence of our pore-level modeling of flow in two-
dimensional porous media on a diamond lattice [see Fig.
7(a)] with a uniform distribution of the cross-sectional areas
of the throats. As with the Wilkinson prediction, the deriva-
tion of Eq. (7) was a general scaling argument, which did not
depend upon the structure of the porous medium [13]. There-
fore we expect that our validation of the prediction for the
one two-dimensional porous medium indicates that it should
apply equally well to all two-dimensional porous media. To
provide evidence supporting this expectation that the leading
behavior of the characteristic time is universal, i.e., indepen-
dent of the detailed structure of the two-dimensional porous
media, we have used our pore-level model to study flows in
two different porous media structures (see Figs. 7 and 8): (i)
a log-normal distribution of pore-throat radii on a diamond
lattice and (ii) the same uniform distribution of pore-throat
areas as in the previous section, but on a honeycomb lattice
(with coordination number three vs the coordination number
four diamond lattice). This will test whether the same pre-
dicted characteristic time applies to porous media with dif-
ferent distributions of pore-throat radii and with different co-
ordination numbers.

Figures 5(a) and 5(b) show that the characteristic time,
Eq. (10), collapses the data for the log-normal distribution of
throat radii. Therefore the same characteristic time accounts
for both the capillary number dependence and the viscosity
ratio dependence of this data for log-normal distributions of
throat radii as well as it did for the data in Fig. 3 for the
uniform distribution of throat areas. The only difference be-
tween the two cases was in the value chosen for the nonuni-
versal constant; i.e., b=9.5 gave a slightly better data col-
lapse in this case than did the value b=8, used in Fig. 4.

Figures 6(a) and 6(b) show that the characteristic time,
Eq. (10), collapses the data for the porous medium with the
pore bodies at the sites of a honeycomb lattice. Therefore the
same characteristic time accounts for the capillary number
dependence and viscosity ratio dependence of the data for
this porous medium with coordination number three and of
the data in Fig. 3 for a porous medium with coordination
number four. The only difference between the two cases was
in the value chosen for the nonuniversal constant; i.e., b
=9.5 gave slightly better data collapse in this case than did
the value, b=38, used in Fig. 4.
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FIG. 5. (a) Data similar to that in Fig. 3. However, this set of
data was generated for a log-normal distribution of pore-throat radii
connecting pore bodies at the sites of a diamond lattice. (b) Col-
lapse of the data in (a) using the characteristic time in Eq. (10) with
a different value of the nonuniversal constant, b.

Consistent with the derivation of Ref. [13], we have
shown that the same form of the characteristic time, Eq. (10),
adequately describes the viscosity ratio and capillary number
dependencies of the average position of the injected fluid.
This is not to say that the porous media are unimportant. The
structure of the porous media does affect a number of impor-
tant constants involved in the crossover; these include: (i) the
constant, I', multiplying the power-law dependence of the
precrossover average position of the injected fluid, i.e.,
IPWT, (xppwr =1tV (ii) a similar constant, an effective
velocity v, in the postcrossover expression for the average
position {x)=v 7, which is related to the saturation behind the
interface, and of course (iii) the constant b. Thus the expres-
sions in Egs. (7) and (10) do not completely define the cross-
over for all porous media, but the evidence suggests that they
should describe the capillary number and viscosity ratio de-
pendencies for the crossover in any ordinary porous medium.

Because the theoretical arguments of Xu, Yortsos, and Sa-
lin are independent of porous media structure, verification of
their results for our simplistic porous media structure (uni-
form areal distribution of throats on a diamond lattice) dem-
onstrates that their arguments are correct for two-
dimensional porous media, further supported by our results
for log-normal throat distributions and on a hexagonal lattice
[13]. Furthermore, because the theoretical arguments, which
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FIG. 6. (a) Data similar to the data in Fig. 3. However, this set
of data was generated for an array of pore bodies at the sites of a
honeycomb lattice with a uniform distribution of the pore throat
areas connecting the pore bodies. (b) The collapse of this data set
using the characteristic time in Eq. (10) using the value b=12.

neglect trapping, are valid in two dimensions where trapping
is important, one expects that these arguments should be
valid in three dimensions, where trapping is insignificant.

IV. CONCLUSIONS

Using our standard pore-level model, we have demon-
strated the validity of the predicted capillary number and
viscosity ratio dependence of the characteristic fractal-to-
compact crossover time [13], as shown in Egs. (4)-(10) and
Figs. 2—-6. Because the derivation of this prediction did not
depend upon a particular porous medium structure, valida-
tion of the prediction for the two-dimensional porous me-
dium structure in Sec. II indicates that the prediction should
be universally valid, i.e., for all two-dimensional porous me-
dium structures. Supporting this assertion, in Sec. III, we
demonstrated the validity of the prediction for two different
porous media, i.e., one with a log-normal distribution of pore
throat radii and another with a different coordination number.
More interestingly, our validation of the predictions for two-
dimensional porous media argues for the validity of the pro-
cedures used to derive the prediction. Since these procedures
are independent of dimensionality, one expects that the pre-
dictions for three-dimensional porous media should also be
valid.
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FIG. 7. (a) and (b) show spherical pore bodies connected by
throats with randomly chosen cross-sectional area (a) on a diamond
lattice with coordination number four shown on the left, and (b) on
a hexagonal lattice with coordination number three shown on the
right. The length scale for these structures is €, so that the cylindri-
cal throats have length €, the throat radii are in units of €, and the
pore-body volumes are all €3,

Furthermore, having shown that the prediction of Ref.
[13] correctly accounts for the capillary number and viscos-
ity ratio dependence of the characteristic time, this expres-
sion for the characteristic time can be coupled with argu-
ments from earlier papers predicting the dependence of other
flow properties on characteristic time [18,19], which leads to
a prediction of the capillary number and viscosity ratio de-
pendence of the interfacial width, the saturation and frac-
tional flow profiles, as well as the effective capillary pres-
sure.
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APPENDIX: MODIFICATIONS OF THE POROUS
MEDIUM IN THE PORE MODEL

We have developed a computer code to simulate two-
phase flow in a model porous medium. In simulating the
flow, the computer code includes capillary and viscous forces
allowing a study of drainage, where a nonwetting fluid is
injected into the porous medium displacing a wetting fluid
[22,24]. The simple model of the porous medium consists of
spherical pores at the sites of a diamond lattice [Fig. 7(a)];
these pores are connected by cylindrical throats with cross-
sectional areas randomly chosen from a uniform distribution,
for which the distribution of radii is shown in Fig. 8(a). The
model relates the flow velocity through a throat to the pres-
sure drop across the throat modified by any capillary pres-
sure. Conserving volume of our incompressible fluids, a
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FIG. 8. (a) and (b) show the probability of finding a particular
value of the throat radius, r, as well as the integrated or cumulative
probability. (a) is for a uniform areal distribution, with areas from 0
to €2, so that the radii vary from 0 to €/ (b) is for a truncated,
log-normal distribution with width 0.5¢ and most probable value of
radius, r=0.2525¢, truncated at a maximum value r=¢/r.

modified Gauss-Seidel iteration is performed to find the pres-
sure field and the resulting flow velocities. The fluids are
then advanced in the porous medium using flow rules that we
have tried to make as nonrestrictive as possible. This model
is a generic pore-level model of the type that has been widely
used for the last two decades [7,8,21,25-36]. Although our
model has many features in common with these other pore-
level models in the literature, there are specific differences,
as detailed in previous references [22,24].

Most of our simulations have used this model porous me-
dium of pore bodies at the sites of a diamond lattice con-
nected by throats with cross-sectional areas randomly chosen
from a uniform distribution. We did not view this emphasis
on one porous medium structure as being restrictive because,
consistent with the derivations of Yu et al., and others
[11,13-15], we expected that our results would be universal,
i.e., insensitive to the details of the structure of the porous
medium. To test the validity of this expectation for the case
of drainage with stable viscosity ratios, we have modified
our computer code to simulate two-phase flow in a regular
honeycomb network, with coordination number three, Fig.
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7(b). If the behavior of interest is the same for both the
diamond and honeycomb networks, then the behavior should
be independent of coordination number. Similarly, we have
modified our computer code to study flow through a diamond
network, with throat radii chosen from a log-normal distri-
bution. As one can see from Figs. 8(a) and 8(b), this distri-
bution is very different from the uniform areal distribution,
which gives a linear distribution of radii. If the behavior of
interest is the same for both distributions, then the behavior
should be independent of the distribution of throat radii. This

PHYSICAL REVIEW E 76, 046304 (2007)

independence of the essentials of the behavior studied pro-
vides support for our expectation of the universality of this
behavior. In addition to this work, we have made similar
comparisons for two component miscible flows, where we
found that the exponent characterizing the leading behavior
of the characteristic time was indeed independent of both
coordination number and throat distribution [37]. Of course,
the characteristic time did depend weakly on porous medium
structure through nonuniversal constants, similar to b in Eq.

(6) [37].
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